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ABSTRACT  
Service Oriented Architecture (SOA) uses the concept of 
distributed systems. It is an underlying framework that manages 
different services using component-based software engineering 
that invoke interfaces in collaboration with web services 
management. SOA is known as the backend behind all service 
oriented systems like cloud computing, grid computing, utility 
computing and web services. In this paper SOA covers the gap 
between implementations of web services and consuming 
applications giving a logical view of all the available resources. 
This paper focuses on proposing an approach to resource 
allocation management across SOA environment to deal with how 
these resources are managed and allocated to these services. The 
approach is known as Active/Standby Resource Management 
Allocation (ASRMA). The main concern for the proper management 
of these resources is to minimize waiting time of request to be 
allocated resources thereby meeting an aspect of the Quality of 
Service (QoS) to multiple providers and requesters as well. 
Resource allocation basically deals with assigning resources to 
each incoming service request, these allocations deal with time and 
limited resources. The challenge of ever increasing needs of users 
or consumers with limited service resources such as CPU time, 
memory capacity and network bandwidth prompted the need for 
quality of service thereby improving proper allocation of these 
resources. This approach can be achieved by having more 
resources on standby in case of over utilization or underutilization 
of the active resources. 
 
Keywords: Active Resource Pool, Standby Resource Pool, 
Service-Based System (SBS), Resource allocation, Service 
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INTRODUCTION 
Computer application development is the ever fastest growing field 
in computer world, changing and shaping lives for the greater good. 
Many of our computing resources and infrastructures today are 
being managed by service-based systems (SBS) such as cloud 
computing, grid computing and utility computing. Service-
orientation has become the main architectural pattern for 
distributed embedded systems which has made all applications to 
be virtually service based. Businesses and government rent 
services from different providers to carter for their computing needs 
and manage their resources. Therefore, service can be seen as a 
self-contained software component with the ability to perform a 
specific or more tasks within a given period of time (Yau and An, 
2009,Wei et al., 2013). 
Service Oriented Architecture (SOA) is an architecture that is 
dynamic and loosely coupled in nature with each service rendering 

its function independent of the other. It is the framework behind the 
orchestration to design applications that uses such services. 
According to Yau and An (2011), it is an architectural style required 
for application development. World Wide Web Consortium (W3C) 
described SOA as a component-based architecture where 
interfaces can be invoked and discovered; as such, these services 
come into play with the help of web service interface. Web services 
uses Simple Object Access Protocol (SOAP) and Extensible 
Markup Languages (XML) among other technologies for 
communication over HTTP (Huang et al., 2019). 
This architecture makes it possible for network resources to be 
consumed as autonomous software services that can be tapped 
into without the full knowledge of the underlying technologies. This 
architecture operates independent of these technologies with well-
defined interfaces. The unique thing about this architecture is the 
way interfaces are invoked in a standard way without the 
knowledge of the client on how it is being done (Huang et al., 2019). 
SOA comprises of two entities which are program and request; the 
program integrates the services together thereby providing the 
request with desired throughput. Yau and An (2009),Yau and An 
(2011),Wei et al. (2013), viewed SOA as an architecture that 
facilitates many service-based systems. 
Resource allocation recognizes and assigns resources for a 
specific period to various activities within the component service 
resource pool (Dongre and Ingle, 2019). This process is 
challenging the impact of Quality of Service (QoS) parameters such 
as accessibility, timeliness and reliability (Alshinina and Elleithy, 
2017,Singh et al., 2021). There is a need for effective selection of 
resources to meet clients requirements or requests (Barenji and 
Barenji, 2017, Wu et al., 2020). Resource Allocation Management 
allocates resources on the basis of unutilized resources in a pool 
of virtual machines. It also analyzes shared resources and its value 
within time and space for better decision making on resource 
utilization (Huang et al., 2019). 
This paper focuses on resource allocation management in Service-
Based System (SBS) with regards to QoS requirements for 
performance such as response time. The target is to offer better 
utilization of resources within the stipulated time with limited 
resources, thereby increasing the efficiency of the flow of services 
within the SOA environment. 
 
Related Works and Challenges 
Most of the related works under resource allocation across SOA 
environment are becoming more popular to improving the QoS 
throughput. Many researchers used different models and 
algorithms to give a view on how performance will be increased 
when resources are properly managed. Hussain et al. (2013) for 
instance, used the scheduling algorithm which uses the high 
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performance computing (HPC) systems within clusters, grid and 
cloud systems environment for the analysis. The technique 
optimizes the resources in ideal situation taking note of the QoS 
requirements. The scheduling process organizes the allocations of 
the resources into centralized, decentralized and hierarchical. In 
Hossain et al. (2012), a video surveillance as a service technique 
(VSaaS) allocates its resources through the use of computational 
resources and virtual machine resources; therefore the virtual 
machine (VM) resource allocation model was proposed to meet the 
QoS requirement within SOA environment. 
Adaptive resource management algorithm was proposed by Wei et 
al. (2013) to predict future resource requirement of a service. It is 
an agent-based framework that utilizes different types of agents to 
coordinate the allocation, distribution and termination of virtual 
resources. 
An adaptive resource allocation for Service-based System (SBS) 
to achieve QoS feature known as throughput was proposed by Yau 
and An (2009). A resource allocation throughput model was 
developed for both atomic and composite services to analyze the 
relationship between resource allocation and throughput of 
services within the SBS. 
Alshinina and Elleithy (2017), integrated SOA and Wireless Sensor 
Network (WSN) to address challenges like communication, QoS 
and heterogeneitics of sensor hardwares. It is based on providing 
low power communications in memory usage and transmission. 
The work in Dongre and Ingle (2019) avoid service delay to improve 
QoS in terms of accessibility, reliability and timeliness. It also uses 
the prioritization algorithm to prioritize request based on service 
level objectives. 
Linear scheduling for task and resources (LSTR) is a technique by 
Abirami and Ramanathan (2012) to perform tasks and schedule 
resources accordingly; thereby maximizing the system throughput 
and resource utilization process. 
All the related works mentioned, emphasized more on the resource 
allocation management and quality of service (QoS) optimization. 
Meanwhile, this paper investigates reduction of the response time 
in a situation of service queuing and delay in allocation of resources 
based on Active/Standby Resource Management Allocation 
(ASRMA) Approach. 
 
Resource Allocations within SOA Environment 
Resources are the most important assets in any organization. 
These organizations develop and manage services based on 
Service-Level Agreement (SLA) thereby satisfying QoS 
requirements (Mahendran and Mekala, 2018). In Yau and An 
(2011), Service Oriented Architecture (SOA) is an architectural 
model that integrate services with invoked standard interface, 
whereas in García-Valls et al. (2013), SOA has to do with building 
distributed applications in a decoupled way where services reside 
in remote nodes in the network and communicate via messages or 
events. These interfaces hide the complexity underlying the 
interactions among various services. Resource allocation deals 
with allocation of resources among various services which are 
independent of platforms and programming language due to its 
loosely coupled structure (Huang et al., 2019, Chandel and 
Poreddy, 2019). 
Services under SOA have unique characteristics, these are: 

 Loosely coupled: there are no direct dependencies among 
individual services. 

 Service Abstraction: beyond the SLA description, a service 
hides its logic from the outside world. 

 Service Reusability: services aim to support potential reuse. 

 Service Composability: a service can comprise other 
services, and developers can coordinate and assemble 
services to form a composite; 

 Service Stateless: to remain loosely coupled, services do 
not maintain state information specific to an activity, such as 
a service request. 

 Service Discoverability: services allow service consumer 
use mechanisms to discover and understand their 
descriptions. 
 

The Existing System 
In Hussain et al. (2013), service-based systems (SBS) are large 
ultimate scale system that requires an appropriate architectural 
model that allows efficient management of geographically 
distributed resources over multiple administrative domains. These 
systems can be divided into computational, data and service grid 
in regard to the system at hand. Scheduling goes hand in hand with 
resource allocation because it defines ways in which resources are 
allocated. On the other hand request scheduler in Ravulakollu and 
Chejara (2013), discussed the scheduling process based on the 
service layer to provide better services from the user point of view. 
The service layer is categorized into User web Interface, Request 
Scheduler, Request Dispatcher. The overview of the system 
workflow is shown in figure 1. 
 

 
Figure 1: Resource Allocation Process for the Existing System 
 
User web interface (from figure 1) is the user interaction platform 
within Service-Based System (SBS) where new accounts can be 
created and managed. New applications can be uploaded from this 
interface; user can also start/stop a service from running. Request 
scheduler takes care of different service requests arriving 
simultaneously, this number can be in thousands for a huge SBS. 
The scheduler handles each request one after the other and then 
buffer them before queuing them to the next step. The dispatcher 
takes the scheduled incoming request from the scheduler and 
arranges them according to their requested resources; the 
dispatcher then passes them to the service load manager then 
down to resource manager. The frequency of picking scheduled 
request for resource manager decides the scalability of the 
architecture. 
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Challenges of the Existing System 
There are so many challenges and issues arising from the resource 
allocation system. More so, several proposed solutions have been 
done by researchers to curb the problem(Gawali and Shinde, 
2018). 
Some of these challenges can be seen as follows:  
The time taken by each service request to respond to available 
resources. Figure 2 below shows a typical resource allocation 
flowchart where a service request is send to the service load 
manager (SLM) for a resource, and the service load manager 
(SLM) checks for the availability of the resource requested from the 
resource registry. If the resource is available, then the service will 
be allocated the resource. However, if the resource is not available, 
the service request falls on the queue which increases the 
response time of the request thereby affecting its throughput. 
 

 
Figure 2: Typical Resource Allocation Flowchart 
 

 Quality of Service (QoS) monitoring: There are so many 
providers having different polices and techniques working 
towards achieving that QoS features; features like throughput 
and service delay which rely on system resource allocation at 
the applications’ runtime. These services compete for 
resources like CPU time, memory and network bandwidth 
which influence the dynamic change at runtime for resources 
status, workflow priorities and QoS requirements. Meeting up 
to the requirements of QoS, an effective technique need to 
allocate these system resources to each service effectively to 
maximize the response time (Yau and An, 2011). 

Hence, there is need for a new approach to resource allocation 
system for SBS so as to address the challenges mentioned. 
 
Overview of the Proposed System Approach 
This approach makes effort to improve the resource allocation 
management showing how resources can be adequately allocated 
to a service request in runtime from a standby resource pool which 
will minimize the waiting time for available resource. An inactive 
standby resource pool is introduced in the approach which will only 

require activation before allocation. With this approach, the 
throughput requirements of the multiple workflows in Service-
Based System (SBS) will be satisfied. More so, the approach 
addresses the challenges and issues of the existing Resource 
Allocation where service request needs to fall on queue for the next 
available resource. 
The approach is named as Active/Standby Resource Management 
Allocation (ASRMA) which deals with service request workflow 
within SBS environment. The approach also analyzes the 
relationship between the resource allocation and throughputs of 
multiple workflows in SBS (Singh et al., 2021). It is good to know 
that it addresses the issues like: 

 Optimal resource allocation providing the resources for 
service request workflow in SBS until service request are 
exhausted. 

 The issue of priority of workflows when resource allocation is 
over utilized and is at critical state. 

The major difference between the proposed approach and any 
other approach is the availability of system resources which are 
kept on standby based on the architecture of the SBS (Wei et al., 
2013). The allocation of resources from the standby pool is done 
using the priority based allocation method (Nirav and Buchade, 
2014).  
Below is the algorithm for ASRMA system approach when a service 
request is sent for resource allocation: 

 
As the request for service is received by the request registry with 
its request requirements, the service load manager (SLM) will 
check the incoming request from the request registry with its 
respective requirements. The SLM will group the requests based 
on the resource(s) required and notify the resource allocator to 
assign resource(s) to the request based on the availability of the 
resources. The resource allocator will check the active resource 
pool for resource availability and allocate the resource to each 
request group. Where there is group of requests waiting for 
allocation during runtime due to unavailability of resources in the 
active resource pool, the resource allocator will check the standby 
resource pool and activate the found resource to allocate. The 
methodology of allocation from the standby resource pool will be 
different from the one in the active resource pool. The analytical 
hierarchy process (AHP) methodology will be used for allocation of 
resources in this pool because of its significance in helping out with 
prioritization (Nirav and Buchade, 2014). Since minimizing waiting 
time of service request thereby meeting the quality of service (QoS) 
requirements on such request is the focus of this approach, there 
is need to for standby resource pool and prioritization of the request 
for allocation of resources using AHP methodology. The standby 
resource pool process is introduced in the flowchart (figure 3) 

Start 
Step 1: Request for service 
Step 2: Check for incoming request requirements 
Step 3: Group requests based on resource(s) required 
Step 4: Check for resource availability 
Step 5: IF resource is available in the active pool, assign 

resource based on first-come-first-serve (FCFS) 
ELSE check the standby resource pool, activate and 
allocate the resource based on priority using 
analytical hierarchy process (AHP) methodology. 

Step 6: Notify the service load manager (SLM) 
Step 7:  Update the request registry 
Stop 
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where the service load manager (SLM) will check for the availability 
of the resource in the standby pool. The resources in this standby 
pool are inactive and awaiting activation. Once the required 
resource is found by the SLM, it will be activated and allocated to 
the service request. When allocation is done, the SLM is updated 
as well as the request registry. 
The flowchart and the architectural view for the proposed resource 
allocation approach are shown in figures 3 and 4 respectively. 
 

 
Figure 3: Flowchart for Proposed ASRMA Approach 
 
Service request and its resource allocations is the subject of 
concern in this paper; Yau and An (2009) sees services as atomic 
and composite while García-Valls et al. (2013) described service 
as companion and as a graph. Service as a companion comprise 
of many service implementations while service as a graph 
comprise of nodes representing service request and the connecting 
lines as the message exchange. 
 
Architectural View of Active/Standby Resource Management 
Allocation (ASRMA) Approach 
The Active/Standby Resource Management Allocation (ASRMA) 
approach comprises of five (5) components namely: 
request/resource registry, service load manager (SLM), resource 
allocator, active resource pool and standby resource pool (figure 
4). The components are explained and the relationship amongst 
them are described below. 

 
 
Figure 4: Architectural View for Proposed ASRMA Approach 
 

 Request/Resource Registry: it manages the available 
resources such as hardware, software and virtual machines. 
More so, it stores the status of each service request that has 
been assigned a resource. To every service request assigned 
to a resource, there should be an update in the 
request/resource registry. The database server manages this 
registry which also stores some vital information about the 
machine like the IP address and MAC address. 

 

 Service Load Manager (SLM): this checks the incoming 
service request from the request/resource registry first, to 
know if the available resource is ready for use. The 
request/resource feedback is either blocked, free or standby, 
based on the current state of the service-based system 
(SBS). The SLM is also responsible for grouping incoming 
service request based on the resource(s) required such as 
processor, memory, software, time for execution etc. 

 

 Resource Allocator: this is in charge of allocating resources 
across the waiting queue. After the allocation, the 
request/resource registry is updated based on the allocation 
of resource to a service request. 

 

 Active Resources: these are resources allocated to every 
service request within the workflow of SBS. These resources 
can be switched to standby when the need arises particularly 
when incoming requests are queuing up resources and some 
of these requests are high priority request. This is done by 
sending a message to the specific machine keeping these 
resources to activate the standby resources. 

 

 Standby Resources: these resources are not active on the 
system, but can be activated by the resource allocation 
manager when they are needed. The mode of allocation of 
resources uses the priority algorithm and analytical hierarchy 
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process (AHP) methodology. AHP methodology is a 
technique that uses many criteria and attributes for decision 
making in a complex environment such as the Service-Based 
System (SBS). As the request for different resources 
increases which will create queue of requests, the AHP in the 
standby resource pool will help in deciding the prioritization 
and allocation of the resources based on what type of 
resources required so as to minimize the queue of requests 
that will be waiting for resources in the active resource pool. 

 
Summary of Proposed ASRMA Resource Allocation Strategy 
There are several resource allocation strategies for cloud 
computing. Every strategy proposed by a researcher is to address 
an existing resource allocation challenge within a SBS (Pradhan et 
al., 2016, Walia and Kaur, 2016). The ASRMA resource allocation 
strategy is based on the following process of which part of the 
concept is adapted from (Singh et al., 2021). 
1. Identify request requirements 
2. Check on resources availability 
3. Allocate resource base on first-come-first-serve (FCFS) 
4. Activate resource from standby pool where necessary 
5. Allocate resource base on priority 
As service request continuously come in, to compete for resources 
within the Service-Based System (SBS), the service load manager 
(SLM) identifies each request requirement and manages these 
requests by allocating resources through the resource allocator to 
each service, based on the availability of resources from the active 
resource pool and service load. SLM is needed to provide a 
balance distribution of load within the SBS environment. This is to 
ensure effective utilization for load balancing in terms of the 
number of requests handled by each machine, number of active 
requests and total CPU utilization. Once the active resource pool 
becomes exhausted and the resources within the pool are 
unavailable for allocation, the resource allocator will fall back to the 
standby resource pool to move and activate found resource(s) to 
the active resource pool and allocate it to the queuing requests. 
It is worth noting that the SLM determines which resources to be 
placed on active or standby based on the incoming service request 
priority. The SLM needs to only send a message to the machine, 
to either switch to standby or activate a resource for service 
request. This process helps the SLM to maximize the limited 
resources within the SBS to fulfill the large number of service 
request. The request/resource registry stores the status of every 
resource and service request that has been assigned a resource. 
These status are being updated under a specific time interval. 
 
Conclusion and Future Work 
Resource allocation and management across service oriented 
architecture (SOA) environment includes resource discovery, 
allocation and monitoring process. The management of these 
resources involves physical resources such as CPU cores, disk 
space and network bandwidth. These resources are shared among 
virtual machines running heterogeneous workloads 
In this paper, the resource allocation management with Quality of 
Service (QoS) requirements was reviewed and discussed with the 
aim of proposing an approach that will improve the service request 
response time within Service-Based System (SBS) environments. 
The Active/Standby Resource Management Allocation (ASRMA) 
approach was presented with the view to give a better performance 
of resource allocation and also reduce the response time with the 
available resources by introducing the standby resource pool. 

This approach enables the service load manager (SLM) to 
effectively handle resource distribution among different user 
requests thereby increasing the performance of service 
management within the SBS. This approach will also aid in the 
reduction of the waiting time for the next available resource with the 
help of standby resources whose allocation is based on priority 
using the analytical hierarchy process (AHP) methodology which 
thus should improve the performance of Resource Allocation. 
The effectiveness of this approach hasn’t been evaluated but can 
be evaluated on the Google Cloud Platform using different micro 
service applications. More so, details of the proposed resource 
allocation approach in terms of modeling and the algorithms behind 
it can be seen as a future work. 
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